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Abstract 

Machine learning-based molecular property prediction (MPP) has garnered significant attention in computer-
aided drug discovery, with its primary goal being the accurate estimation of molecular properties using 
structural data to accelerate drug development. In recent years, multi-view-based molecular property prediction 
learning has aimed to integrate information from different molecular views to learn high-quality molecular 
representations. Furthermore, the three-dimensional geometric information of molecules encompasses a richer 
set of spatial features, which plays a critical role in enhancing the accuracy of molecular property prediction. 
However, existing models often overlook 3D information in molecules. To address this, we propose a 
contrastive learning model named MV-MoCL, which incorporates encoders for multiple molecular dimensions: 
a SMILES Transformer for the SMILES sequence view, a Graph Isomorphism Network (GIN) for 2D 
molecular graphs, and SchNet for 3D geometric conformations. By aligning representations from these views 
using a contrastive loss function, our approach captures rich, multi-faceted molecular features during pre-
training, thereby improving performance on downstream molecular property prediction tasks and effectively 
mitigating the issue of scarce labeled data. The proposed model was evaluated on several benchmark datasets 
from MoleculeNet, and experiments demonstrate that MV-MoCL matches or surpasses existing models across 
multiple benchmarks. 
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1. Introduction 
In modern drug discovery, accurate molecular property prediction serves as a fundamental research 

task(Deng et al., 2023). Enhancing prediction precision directly accelerates the drug development process and 
thereby helps pharmaceutical companies achieve greater returns. With the continuous advancement of deep 
learning, a primary objective in molecular property prediction is to leverage these technologies—along with 
drug-related data to accurately predict key molecular properties, including physicochemical characteristics, 
biological activity, and toxicity profiles (Guo et al., 2023, Li et al., 2022). With the continuous advancement 
of modern drug development technologies, the drug discovery cycle has been progressively shortened, leading 
to the ongoing enrichment of molecular structure databases. Therefore, a key challenge currently lies in how 
to effectively leverage these databases containing vast molecular structures to learn meaningful molecular 



zeuspress.org ; Computers and Artificial Intelligence; Vol.2, No.3 2025 

 151 

representations and uncover latent chemical information, thereby enhancing the accuracy of molecular 
property prediction. 

Existing molecular property prediction (MPP) methods are primarily categorized into two main classes: 
single-view and multi-view approaches. In single-view MPP, a specific molecular representation is typically 
selected as the model input, such as molecular fingerprints (Kearnes et al., 2016, Wen et al., 2022), SMILES 
sequences (Honda et al., 2019, Wang et al., 2019), or 2D molecular graphs (Hu et al., 2019, Rong et al., 2020), 
to perform predictions for downstream tasks, including activity prediction, solubility prediction, and drug-
target prediction. Single-view methods inherently prevent models from accessing information present in other 
molecular dimensions, such as 3D geometric and 2D structural information(Guo et al., 2020, Wu et al., 2023). 
This limitation results in molecular representations that are incomplete and lack comprehensiveness, thereby 
constraining the model's overall learning capacity . Compared to single-view methods, multi-view MPP 
integrates multiple molecular views—such as 2D molecular graphs, 3D conformations, SMILES sequences, 
and functional groups offering advantages in terms of information completeness and model robustness(Zhang 
et al., 2024, Wang et al., 2024, Liu et al., 2021, Lin et al., 2024). However, existing multi-view models are 
limited to fusing or concatenating only two molecular views and often neglect the 3D information. Additionally, 
labeled data in the field of molecular property prediction is relatively scarce, and acquiring high-quality 
molecular property data is costly; nevertheless, model training typically requires substantial amounts of data, 
rendering supervised learning models susceptible to overfitting. Therefore, learning highly generalizable 
molecular representations from unlabeled data through pre-training techniques has emerged as a key focus of 
current research. 

To address the aforementioned challenges, this paper proposes a multi-view contrastive learning framework 
named MV-MoCL that integrates molecular 3D information. For the first time, it employs three encoders—
SMILES Transformer(Honda et al., 2019), GIN (Xu et al., 2018), and SchNet (Schütt et al., 2017)—for 
contrastive learning, enabling the acquisition of molecular representations from one-dimensional sequence, 
two-dimensional topological, and three-dimensional geometric perspectives, respectively. Existing work, such 
as MolCLR (Wang et al., 2022), constructs augmented molecular graphs for contrastive learning by leveraging 
graph augmentation strategies including atom masking, bond deletion, and subgraph removal. However, for 
molecules, it is essential to consider the activity cliff problem, wherein minor structural modifications can lead 
to substantial changes in molecular properties. Therefore, during the pre-training phase, we primarily extract 
feature representations from diverse molecular encoders to ensure that molecular properties remain invariant 
(Jiang et al., 2024). Specifically, we capture molecular information from SMILES sequences using the 
SMILES Transformer, learn topological connections and local structural details via the GIN graph neural 
network, and acquire stereochemical information through SchNet. Our approach facilitates the learning of 
more comprehensive and robust molecular representations compared to single-view or simplistic fusion 
methods, thereby providing a powerful tool for data-driven drug design and materials discovery. 
The main contributions of this paper are summarized as follows: We design a multi-view contrastive learning 
model that integrates molecular 3D information, leveraging large volumes of unlabeled molecular data for 
pre-training to acquire high-quality molecular representations. We conduct comprehensive experiments on 
multiple publicly available benchmark datasets, validating the effectiveness and superiority of our proposed 
model architecture. 

2. Methods 

2.1 Overview of MV-MoCL 
Figure 1 illustrates our model architecture. We select approximately 250,000 molecules with 3D geometric 

conformations from the PubChem database for pre-training. The same molecule is encoded separately by three 
encoders with distinct advantages—SMILES Transformer, GIN, and SchNet—followed by contrastive 
learning to aggregate the feature information of the same molecule. Specifically, we treat the features derived 
from the SMILES, 2D graph, and 3D geometric information of the same molecule as positive sample pairs, 
while features from different molecules serve as negative sample pairs. Through cross-view contrastive loss, 
the model learns that different views of the same molecule should be close in the feature space, whereas views 
from different molecules should be distant. Consequently, molecules with similar chemical properties will 
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form clusters in the feature space. Pre-training on large-scale unlabeled data enables the model to achieve 
superior generalization performance on downstream tasks. 

Figure 1. Overview of MoleCFL.  

 

2.2 Smile Transformer 
The SMILES Transformer is a pre-trained model based on the Transformer architecture, specifically 

designed to extract molecular information from SMILES (Simplified Molecular Input Line Entry System) 
sequences. Drawing inspiration from how pre-trained models in natural language processing (NLP) handle 
language, it treats molecular structures as text sequences and captures molecular semantic information through 
unsupervised learning. Leveraging the SMILES Transformer enables efficient learning of relevant molecular 
representations from SMILES sequences without relying on structural representations in molecular graphs. 
The SMILES Transformer consists of multiple Transformer blocks, each comprising two core components: 
the self-attention mechanism and the feedforward neural network. The self-attention mechanism allows each 
element in the network to access contextual information from other elements in the sequence, while the 
feedforward neural network further processes this information to extract deeper-level features. In computing 
attention scores, we employ scaled dot-product attention. The computation of scaled dot-product attention can 
be represented by the following equations (1) and (2). 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 3!⋅#
!

$%"
4𝑉                                                     (1) 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑧!) =
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!$                                                                          (2) 

Where	Q = XW&, K = XW', V = XW(are trainable parameters,d) is the dimension of	Q and K. To capture 
more information from the SMILES sequences, we employ multi-head attention, which enhances the model's 
understanding and processing capabilities for the data. Multi-head attention can be computed using equations 
(3) and (4). 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑$, ℎ𝑒𝑎𝑑%, … , ℎ𝑒𝑎𝑑&)𝑊'                                           (3) 
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Here,	h	denotes the number of attention heads，W*
&,W*

',W*
(,W+ is a new parameter matrix. After passing 

through n layers of Transformer blocks，we obtain the feature matrix for the SMILES string. Subsequently, 
we compute the mean and maximum values across all feature matrices and concatenate them to derive the 
molecular feature representation z,-. 

2.3 Graph Isomorphism Network 
The Graph Isomorphism Network (GIN) is a model specifically designed for processing graph-structured 

data, aimed at addressing the limitations of graph neural networks in distinguishing different graph structures 
in terms of expressive power. It recursively updates node feature vectors by aggregating neighborhood node 
features, thereby enabling the differentiation of various graphs. In the field of molecular property prediction, 
GIN is widely employed to learn structural representations from 2D molecular graphs, effectively capturing 
the topological relationships between atoms and bonds within molecules. The strength of GIN lies in its ability 
to accurately aggregate and update node information by distinctly recognizing contributions from different 
neighbors, thereby preventing erroneous information propagation. Moreover, GIN incorporates an injective 
function during aggregation, which further enhances its capacity to learn powerful and discriminative 
representations of molecular structures. For a molecular graph G = (V, E), where Vdenotes the set of atoms in 
the molecule and E represents the set of corresponding edges, the initial feature of each node is	h.

(0). GIN 
integrates edge features into the node feature update equation (5), as shown below. 

ℎ2
(3) = 𝑀𝐿𝑃(3) E(1 + 𝜖(3)) ⋅ ℎ2

(34,) +∑ 𝑅𝑒𝐿𝑈(ℎ5
(34,) + 𝑏52)5∈𝒱(2) N                    (5) 

Where h.
())  and h8

()4,)represent the embedding representations of atomic nodes v and u，buv  denotes the 
embedding of the edge connecting nodes u and v，ϵ is a trainable parameter, and MLP is a multi-layer 
perceptron composed of multiple fully connected layers, employed to learn the aggregated neighborhood 
information, as shown in equation (6). Here,W,,W9, b,, b9 are learnable weights and biases. 

𝑀𝐿𝑃(𝑥) = 𝑊9 ⋅ 𝑅𝑒𝐿𝑈(𝑊, ⋅ 𝑥 + 𝑏,) + 𝑏9                                               (6) 

𝑧9: = ∑ 𝑅𝐸𝐴𝐷𝑂𝑈𝑇#
3;0 E{ℎ2

(3) ∣ 𝑣 ∈ 𝑉}N                                           (7) 

𝑅𝐸𝐴𝐷𝑂𝑈𝑇(𝐻) = ,
|=|
∑ ℎ22∈=                                                      (8) 

Once all nodes in the molecule have been updated, we employ the average of all node representations as 
the output for the entire molecular graph z9-, as shown in equations (7) and (8). 

2.4 SchNet 
Building upon prior research, we employ the SchNet model to learn spatial representations directly from 

the three-dimensional (3D) geometric information of molecules . Proposed by Schütt et al. in 2017, SchNet 
aims to model interatomic interactions within molecules for predicting total molecular energy, interatomic 
forces, and properties. This model is specifically designed to process molecular 3D geometries, enabling it to 
learn molecular representations directly from 3D atomic coordinates. It captures interatomic interactions in 
three-dimensional space through dynamically generated filters and consists of a series of hidden layers, as 
expressed in Equation (9) below: 

ℎ>
(3?,) = 𝑀𝐿𝑃 E∑ 𝑓@A EℎB

(C), 𝑟> , 𝑟BND
B;, N + ℎ>

(C)                                            (9) 

Here, the input h*
(0) denotes the initial feature representation of atom	v* and fEF represents the filter-generating 

network, as formulated in Equation (10). 

𝑓@Aa𝑥> , 𝑟> , 𝑟Bb = 𝑥B ⋅ 𝑒3a𝑟> − 𝑟Bb = 𝑥B ⋅ expa−𝛾 ∥∥ 𝑟> − 𝑟B ∥9− 𝜇 ∥99b                 (10) 

𝑧G: = ,
D
∑ ℎ>

(#)
>∈H 		(11)                                                        (11) 

Finally, the average of the node representations is adopted as the feature representing the 3D molecular 
geometry, as shown in Equation (11). Where K denotes the total number of hidden layers. 
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3. Experimental Setup and Results 

3.1 Dataset 
To evaluate the predictive capability of the MV-MoCL method, we conducted experiments on five 

benchmark datasets sourced from MoleculeNet (Wu et al., 2018), a benchmark for molecular machine learning 
established by the DeepChem team at Stanford University. The selected datasets include BBBP, BACE, 
ClinTox, Tox21, and SIDER .  
Table 1. Description of the benchmark datasets. 
Dataset Tasks Samples Metric 

BBBP 1 2039 ROC-AUC 

BACE 1 1513 ROC-AUC 

ClinTox 2 1478 ROC-AUC 

SIDER 27 1427 ROC-AUC 

Tox21 12 7831 ROC-AUC 

BBBP: Binary labels of blood-brain barrier penetration(permeability). 

BACE: Quantitative (IC50) and qualitative (binary label) binding results for a set of inhibitors of human β-
secretase 1(BACE-1). 

ClinTox: Qualitative data of drugs approved by the FDA and those that have failed clinical trials for toxicity 
reasons. 

Tox21: Qualitative toxicity measurements on 12 biological targets, including nuclear receptors and stress 
response pathways. 

Sider: Database of marketed drugs and adverse drug reactions (ADR), grouped into 27 system organ classes. 

3.2 Baseline Models 
To comprehensively evaluate the performance of our proposed MV-MoCL model, we compare it against 

seven other established methods in the field. A brief introduction of these baseline and state-of-the-art 
approaches is provided below: 

ContextPred & AttrMask (Hu et al., 2019): This work introduced a self-supervised pre-training approach 
that constructs pre-training tasks at both the node level and the entire graph level. By simultaneously 
optimizing multiple pre-training objectives, it enables the model to learn richer representations .  

GraphCL (You et al., 2020): This framework proposed four distinct types of graph data augmentation 
methods: node dropping, edge perturbation, attribute masking, and subgraph sampling. It further provided an 
experimental analysis of the effects of different data augmentation strategies .  

JOAO (You et al., 2021): This study proposed a bi-level optimization framework that enables fully 
automatic and adaptive selection of data augmentation methods for graph contrast learning .  

GraphMVP (Liu et al., 2021): This method proposed leveraging both the 2D topological structure and the 
3D geometric view of molecules. It aims to learn richer molecular representations by maximizing the mutual 
information between these two views.  

3D InfoMax (Stärk et al., 2022): This approach proposed maximizing the mutual information between the 
2D and 3D vector representations of molecules, thereby equipping the model with the ability to extract 
potential 3D structural information from 2D molecular graphs .  

G-Motif (Rong et al., 2020): This model proposed a fusion of the Transformer architecture with message-
passing networks. It was pre-trained in a self-supervised manner on large-scale unlabeled molecular data .  
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3.3 Evaluation Metric 
During the evaluation process, to maintain comparability with previous work, we adopted the area under 

the Receiver Operating Characteristic curve (ROC-AUC) as the primary metric. For each dataset, we 
conducted three independent runs using three distinct random seeds, recording the outcome of each run. The 
final experimental results are reported as the mean value along with its corresponding standard deviation 
calculated from these runs.  

3.4 Implementation Details 
During the pre-training phase, we employ a five-layer Graph Isomorphism Network (GIN) architecture and 

utilize the Adam optimizer for 100 training epochs with a batch size of 256. For the downstream fine-tuning 
stage, the Adam optimizer is retained for model optimization. All experiments are conducted on an RTX 2080 
Ti GPU environment. 

3.5 Results and Analysis 
Table 2 summarizes the performance of the proposed MV-MoCL model on five benchmark datasets. The 

results demonstrate that our model achieves excellent performance across all downstream tasks, attaining state-
of-the-art results on four of the five datasets. Calculation of the average performance reveals an improvement 
of 1.6%, underscoring the superiority of our proposed model. This also indicates that during the pre-training 
phase, our model successfully learns richer representations by integrating information from SMILES strings, 
molecular graphs, and 3D geometry. Compared to GraphMVP and 3D InfoMax, which utilize only the 
molecular graph and 3D geometric information, our model shows a significant average performance gain of 
2.1% and 1.6%, respectively. Although our model's performance on the Tox21 dataset is slightly lower, this 
could be attributed to the inherent complexity of the Tox21 dataset and potential randomization factors. 
Table 2. Results for molecular property prediction tasks. The best and second best results are marked bold and bold, 
respectively. 
Dataset BACE BBBP SIDER Tox21 ClinTox Avg 
ContextPred 79.6(1.2) 64.3(2.8) 60.9(0.6) 75.7(0.7) 65.9(3.8) 69.2 
AttrMasking 79.3(1.6) 64.3(2.8) 61.0(0.7) 76.7(0.4) 71.8(4.1) 70.6 
GrapgCL 75.3(1.4) 69.7(0.7) 60.5(0.9) 73.9(0.7) 76.0(2.7) 71.0 
JOAO 77.3(0.5) 70.2(1.0) 60.0(0.8) 75.0(0.3) 81.3(2.5) 72.7 
GraphMVP 76.8(1.1) 68.5(0.2) 62.3(1.6) 74.5(0.4) 79.0(2.5) 72.2 
3D InfoMax 79.4(1.9) 69.1(1.0) 60.6(0.7) 74.5(0.7) 79.9(3.4) 72.7 
G-Motif 73.4(4.0) 66.4(3.4) 60.6(1.1) 73.2(0.8) 77.8(2.0) 70.2 
MV-MoCL 81.3(1.1) 70.3(1.0) 63.3(0.9) 74.4(0.5) 82.5(2.3) 74.3 

4. Conclusion 
In this paper, we propose MV-MoCL, a multi-view contrastive learning-based pre-training framework that 

simultaneously integrates molecular information from multiple dimensions, including 1D SMILES strings, 2D 
molecular graphs, and 3D geometric structures. The key strength of our model lies in its ability to fully leverage 
the complementary nature of information across these different molecular views. Specifically, the SMILES 
Transformer captures sequential information from SMILES strings, the Graph Isomorphism Network (GIN) 
learns structural information from the 2D molecular graph, and SchNet extracts spatial conformation and 
stereochemical details from the 3D geometry. By integrating these diverse perspectives, MV-MoCL learns 
more comprehensive molecular representations. Experimental results demonstrate that our model outperforms 
existing methods on downstream molecular property prediction tasks, highlighting its strong generalization 
capability. Future work may explore incorporating additional molecular features—such as molecular 
fingerprints, functional groups, or knowledge graphs—during the downstream task phase to further enhance 
the model's generalization power and interpretability.. 
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